[6amit, 3(2): February, 2014] ISSN: 2277-9655

Impact Factor: 1.852

| JESRT

INTERNATIONAL JOURNAL OF ENGINEERING SCIENCES & RESEARCH
TECHNOLOGY

Evaluation of DTN Routing Protocols
Vrunda Gamit™, Mr. Hardik Patel®
PG Student, Information and Technology Departm@hantilal Shah Engineering Collage,
Bhavanagar, Guijarat, India
“Assistant Professor, Sir Bhavsingh Poliytechniqeitute Bhavanagar, Gujarat, India
me.vrunda@yahoo.com
Abstract

In Delay Tolerant Networking (DTN) data can tramsfechallenging environments where a fully conedct
end to end path may never exist between a souttdesiination. These networks deal with large trassion delays,
frequently disconnected paths, high link & pathoerand limited resources. Modern Internet protoaibibits
inefficient performance in those networks where dbenectivity between end nodes has intermitteopgnty due to
dynamic topology such as Mobile Ad-hoc Networks (NET) or Vehicular Ad-hoc Networks (VANET). Network

environment where the nodes are characterized Ippramistic connectivity are referred to as Delagiefant
Networks (DTN). In this paper we compare some efwlell-known routing protocols namely First Contdgirect
Delivery, Epidemic, Spray and Wait, Probabilistiou®ng Protocol using History of Encounters and n§itvity
(PROPHET) and MaxProp. We evaluated the DTN roytirggocols performance in terms of three metriostiviery
Probability, Average latency and Buffer Time osgenulation Time To better judge the performancg¢heke routing
protocols, the series of simulations are carriedim’he ONE (Opportunistic Network Environmentnsiator with

program version of 1.4.1.
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Introduction

DTN is a class of networks where no
assumption regarding the existence of a defined pat
between source and destination. In MANET routing
protocols, network is fully connected and there aglsv
exists a path between every node in the network, so
traditional routing protocols for MANETS do not vior
well for DTNs. These types of protocols try to diger a
full path between the sender and the destinatidarbe
sending data. If path is not exists, protocols widlt
succeed to send any data. DTN architecture provides
more robust networks against long delays, channel
disruptions, and limited or intermittent connectoithe
key feature of DTN architecture store-carry-forwsard
paradigm, allowing the data to be stored until prop
communications between nodes are established dad da
can be forwarded. One of the major properties ddyde
tolerant networks (DTN) is that there does not gkva
exist a complete path from a source to a destinatio
DTN routing protocols appropriate the mobility dfet
nodes and buffering of messages. This also makes
possible for a node to carry a message and invthst
bridge partitions in the network. It knows as stoagry-
forward .When a message is created and storedein th
source node, if a contact becomes available tocahup
node the message is sent over this contact. Message

stored at the new node until the destination nale i
found. DTNs applications examples are: Inter-planet
Satellite communication networks, Sparse mobildacl
networks, Country-Side area networks, Military leatt
field networks, Wireless Sensor networks, Exoticdie
networks [1]

DTN architecture introduces a bundle layer
between the transport and application layer, angad
store and-forward overlay network that allows the
interconnection of highly heterogeneous networks. |
this paper Section 2 describes Delay Tolerant Netw
Section 3 represents the classification of DTN Rmut
Protocols, Section 4 presents the Simulation Soamar
and analysis of obtained results and Section Tates
the Conclusion.

Delay-Tolerant Networks

DTN routing protocols are categorized in
single-copy schemes and multi-copy schemes. The
difference between these schemes is the number of
copies of a message that may exist at the sameitime
the network. In Single-copy schemes, forwards glsin
copy of each message through the network. This is a
resource efficient method, but it does not workpeidy
in long delivery. While Multi-copy scheme forwarads
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copy of each message to the network is called
replication. In Multi-copy scheme several copiesthud
same message exists in the network, thus havingheh
resource consumption compared to single-copy, but i
gives lower delivery delays because the prokgholf
finding the destination node is low when only ompyo
exist. [2]Direct Delivery and First Contact routing
protocols are single copy protocols. In this schesme
node holds a message until it encounters the @istim
node.. Epidemic routing, Spray & Wait routing and
PROPHET routing are multi-copy scheme protocols so
they require more buffer space.[3]

DTN Architecture

The DTN architecture follows a method for
interconnecting heterogeneous networks and thisadet
use store-carry-forwards paradigm to overcome
communication disruptions. It also provides serviltke
electronic mail, but with enhanced naming, routiagd
security capabilities. Nodes unable to support fille
capabilities required by this architecture, may be
supported by application-layer proxies acting asNDT
applications.[4]

In store-carry-forwards paradigm, source
node is forwarded a message to an intermediate node
(fixed or mobile) thought to be more close to the
destination node. The intermediate node stores the
message and carries it while a contact is not avigil
The process is repeated, so the message will bgeck!
hop by hop untl reaching its destination
node.[3]Figure.1 describe the DTN overlay network
architecture as below.

Network

Data Link

Figure.1DTN Overlay Network Architecture
The bundle layer is called DTN nodes. It
includes a hop-by-hop transfer of reliable delivery
responsibility and optional end-to-end acknowledgen
Bundle layer provides internetworking on heterogerse
networks operating on different transmission médija.
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Classification of DTN Routing Protocols
Direct Delivery Routing Protocol

Direct Delivery routing protocol is single-copy
scheme DTN routing protocols. In this routing pamtb
only one copy of each message exists in the netvamitk
message is kept in the source and delivered onthdo
final destination node. The node carries messaggisitu
encountered their final node.[10]

In this method, the message is not forwarded to
the nearby nodes. The source node does not forthard
message to the intermediate nodes. It keeps theages
with itself until it becomes directly contact toeth
destination node. It uses minimum bandwidth and
network resources for message transfer. If the cgour
node is fail, the message will be lost becauseetli®r
only one message copy available in to the netwibiks
delivery probability is poor. [6]

First Contact Routing Protocol

First Contact routing protocol is also single-
copy scheme DTN routing protocols. In First Contact
the message is delivered to the node which is
encountered first and deleted, being forwarded! umnti
reaches to the destination node.[10]

In this protocol the source node and the
intermediate nodes forward a message randomly to
nearby node which is encounter first. If any nodenes
first in to the radio range of the source node balgiven
the message. It doesn’'t determine the next best hop
moving to the destination. The message is forwarded
randomly when two or more nodes come in contadt wit
the source node at the same time. Local copy of the
message is eliminated after successful transfen foae
node to another node. Thus, a single copy of thesage
flows in the networks. In single copy scheme, ifyan
intermediate node fails to carrying the message that
time the message will be lost. In this protocolidely
ratio is poor because the next hop is selected as
randomly. [6]

Epidemic Routing Protocol

In Epidemic Routing Protocol does not require
previous knowledge about the network. [7]JEach node
retains two buffers. First buffer is used for stbrie
messages. This is generated by the node itselbnBlec
buffer is used for the message received from therot
node. Each message has a unique message ID related
with it. Each node carrying a list of the messae obf
all messages in its buffer and pending delivergased
in form of summary vector. When two nodes are
encounter, they comparing their summary vectorso Tw
nodes exchange all messages which they do notihave
common. After the message exchanging process,
multiple copies of the message flows in the network
Every node have same messages in their bufferaind
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messages are gad to the every node in to network
including the destination node.[6].
Spray & Wait Routing Protocol

Spray and Wait protocol produce
improvement over the Epidemic routing protocol
controlling the level of message spreading in
network. Similar to the epidemic routing, the spemd
wait protocol assumes ndknowledge of networl
topology and nodes mobility. The difference betw
this protocol and the epidemic routing scheme & tt
only spreads L copgeof the message. |.This protocol
has two phases first phase is Spray phase anddés
Wait phase. Iihe First Phase, all messages are activ
at the source node and passed to L decided relatye
network. Source node spreads L copies of the megs:
the first L enountered nodes in the network. In the
second phase, each notteat received aopy of the
message waitso meet the destination node to direc
deliver the data.
PRoOPHET Routing Protocol

In PROPHET (Probabilistic Routing Protot
using History of Encounters and Transitivity) ragt
protocol, each node calculates paobabilistic metric
called Delivery Predictability for each known destion
before sending a message. Delivery Predictal
indicates the probability of successful delivery tbg
message from the source node to the destinatioa.
A node will forward the message tmother node, |
another node has a higher value of Delive
Predictability.[9]
MaxProp Routing Protocol

MaxProp routing protocol uses seve
mechanisms to increase the delivery rate and |
latency of delivered packet®MaxProp routing protocc
does not assume any previous knowledge of the mkt
connectivity and it uses local information, molyilibf
nodes to select the next béstp for message delive
This protocol designed for vehicleased delay tolera
networks. Itforwards the message to any node in
network having maximum probability of deliveringe
message to the destination.[10]

Simulation Scenarios
The ONE Simulator

Opportunistic Network Environent (The
ONE) simulator with program version of 1.4.1.Unlik
Other DTN simulators, which usually focus only
routing simulation, the ONE combines mobilit
modeling, DTN routing and visualization in ¢ package
that is easily extensible and provides a rich sk
reporting and analyzing module&.detailed descriptio
of the simulator is available in [11]. €"ONE simulato
project page [1Pwhere the source code is also availe
To make complex DTN simulations more feasible
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understandable, we created a new simulatic
environment that combines movement mode routing
simulation, visualization and reporting in one paig

movement models
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Figure 2. Overview of the ONE Simulator Environment
[12].

Performance of DTN Routing Protocols

Table 1. Simulation Setup Parameters.

PARAMETERS VALUE

Simulation Time 7200s,10800s,144005,18000s

Interface Blue tooth Interface

Interface Type SimpleBroadcast

Routing Protocols

First Contact, Direct Delivery Routing,
Epidemic Routing Spray and Wait Routing,
ProPHET Routing, MAXProp Routing

Total No. of nodes 300
Message TTL 300 minutes
Mobility Random Way Point

Performance of DTN routing protocols we he
mainly concentrated on thrperformance metrics:

Packet Delivery Probability:

It is the fraction of generated messages tha
correctly delivered to the final destination withgiven
time period. This is the ratio of the total number
packets that are delivered to their destinatiothéototal
number of packets that are crea

Table 2.Probability Delivery Ratio Vs Simulation Time

Simul_Time Probability Delivery Ratio

First Contact | Direct Delivery | Epidemic Spray & Wait ProPHET | MaxProp

7200 0.0 0.0041 0.0041 0.0124 0.0041 0.0248

10800 0.0164 0.0055 0.0519 0.0328 0.0082 0.0355

14400 0.0143 0.0102 0.0552 0.038 0.0164 0.047

18000 0.0134 0.0148 0.0551 0.0427 0.027 0.0433
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Figure 3. A Comparison Chart of Packet Delivery
Probability Vs Simulation Time.

Figure 3shows the comparison chart of pac
delivery probability for First Contact, Direct Dvery
Routing, Epidemic Routing, Spray &Vait Routing,
PROPHET Routing and M&xop Routing. From th
chart it can be nated that when simulation Tin
11000s packet delivery probability ahe Epidemic
Routing, Spray &Vait routing, MAXProj and ProPHET
shows incremenin packet delivery probability but at tl
same time packet delivery probability of Direct Dety
routing and First Contact Routing decreases. It i$
because the Direct Delivery routing uses I-to-hand
packet delivery strategy. If we only concentrateSgmay
& Wait routing, Pré®HET routing and Maxrop then
from the graph it is clearly noticed thsttll performance
of Spray & Wait routing, P®®HET routing are not up to
mark whereas MaxBp routing shows excelle
performance in terms of packet delivery probah

Average Latency:

It is the measure of average time betw
messages is generated and when iteieived by th
destination.

Table 3.Average Latency Vs Simulation Time

Simul_Time Average Latency
First Contact | Direct Delivery | Epidemic Spray & Wait ProPHET | MaxProp
7200 0.0 1899.60 1899.6 2811.50 1899 4390.866
10800 4286.65 1034 3867.01 4579.033 3904.3 5861.33
14400 4235.24 4813.84 £498.80 5049.13 5223.087 | 6905.01
13000 4900.39 5728.74 7888.58 6080.82 7678.929 | 7894.84
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Figure 4. A Comparison Chart of Average Latency Vs
Simulation Time.

Figure 4shows the comparison chart of pac
delivery probability forFirst Contact, Direct Devery
Routing, Epidemic RoutingSpray and Wait Routing
ProPHET Routing, MAXProp Routing. From t
comparison chart it canebnoticed that when simulatic
Time is 1D00s Average latency of Epidic routing is
quite higher thanFirst Contact and MaxProp routi
protocols.

Buffer Average Time

This is the average time that packets spend irbtffier
of the node. It is an average of the time spenalbyhe
packets, delivered and dropped in the intermes
node’s buffers.

Table 4. Buffer Average Time Vs Simulation Time

Simul_Time Buffertime_avg
First Contact | Direct Delivery | Epidemic Spray & Wait ProPHET | MaxProp
7200 1068.158 4036 4036 3411.34 4036 912
10800 1424.60 7045.2 3547.663 5160.31 6602.824 | 1374.61

14400 1599.25 8579.212 3907.27 5747.54 5677.505

1633.47

18000 1782.28 10442.55 4297.35 6551.17 5799.84

2042.79
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Figure5. A Comparison Chart of Buffer Time Vs
Simulation Time.
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From the comparison chart it can be noticed that
direct delivery protocol has highest buffer timearh
other routing protocols. While Maxprop and Epidemic
routing protocols have less buffer time than other
routing protocols. Due to the direct transmission
approach used by Direct Delivery and Spray and,wait
they present the highest values of buffer time in
comparison with other protocols.[12]

Conclusion

After analyzing the comparison chart of packet
delivery probability and average latency and buffer
average time Vs simulation time for First Contdaxtect
Delivery Routing, Epidemic Routing Spray & Wait
Routing, ProPHET Routing and MAXProp Routing. We
can conclude that Direct Delivery Routing is no enor
suitable for real time application because it isyvgoor
to packet delivery probability. Whereas Epidemic
routing, Spray & Wait routing and MaxProp routing
protocols are suitable for real time applicatioAmong
this Maxprop shows excellent performance in packet
delivery probability and Epidemic shows good
performance in average latency. Direct Deliverytiray
protocols has highest buffer time while Maxprop and
ProPHET has less buffer time. Number of copy based
the network, best protocols are the unlimited-copy
protocol and the worst is First Contact (singleygop
routing protocol, while Spray and Wait is in mid¢ie]
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